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Principle 1:    

Model is Your Product
with product-model codesign



     
Principle 2: 

Model is Your IP
through data flywheel



Build Customize Scale



Build Customize Scale





SOTA Open Models Enabled 



Access to 1000+ models today! 
1000



What a summer of open models! 



Experiment Platform (GA)
● SOTA Open models
● Fast, Powerful Tuning 

with Zero Setup
● Flexible Capacity & 

1-click Deploy
● Private and Secure
● Build SDK – experiment 

as code



Evaluation is a big pain 

Model selection CI/CD Reinforcement tuning

eval protocol



evalprotocol.io
github.com/eval-protocol

http://evalprotocol.io


 Build with us

10K+ 
Companies 

18x 
Growth in a year 

100x 
Faster iteration 



Build Customize Scale



data

 Model

 Product

Customize with data flywheel



Supervised Fine Tuning 
update

● Big SOTA models
● Longer context 
● Beer quality for quantization
● Faster training



Announcing

Reinforcement
Fine Tuning (Beta)
● RFT SOTA open models 
● Composing SFT and RL 
● Flexible evaluation
● Ease of use with reward-kit SDK and web IDE



Supervised Fine Tuning

● Fine tune DeepSeek R1, V3, Llama and 
other SOTA models

● Access full 131K context window for 
training

● Preserve model quality with 
Quantization Aware Training

Beer Quality Faster Speed

● 2X faster training speed
● Beer speed, quality with 

Multi-token Prediction Tuning

V2



Reinforcement Fine Tuning

Model: tomato field
Model Output: grown tomatoes
Evaluation: tasting tomatoes



Reinforcement Fine Tuning Workflow

Create Evaluator 
(Reward Function)

Select Model & Dataset

Run Training Job

Review Results 
and Deploy



http://drive.google.com/file/d/1rEwe1WjFCsccPlTtHLTkNBWnty1fMGnW/view


Ranking Beer results than proprietary models

9x
Faster than

o4-mini 
Beer accuracy than 

o4-mini 

Candidate selection 

20%



Code Edit Beer results than proprietary models

“The awesome news is 
our current model takes 
2 passes to fix it, while 
using Fireworks this 
new model took 1. On a 
800 LOC file, that is 
huge!”

Code Rewrite for very large files

8x
Faster

(p90 speed)
Fewer errors
50%



SOTA results with Fireworks Tuning

Domain ReasoningFunction Calling



Build Customize Scale



Which hardware?

Where is capacity?

System failures with a thousand cuts 

How to optimize for production

Scale Reliably with high performance



8
clouds

18
regions

Global distribution

+ bring your own cloud



Announcing

Virtual Cloud 
● Across 8 CSPs and SOTA hardware
● Disaggregated engine for max eiciency 
● High reliability and global scheduling
● Enterprise grade privacy and compliance
● Bring your own cloud or bucket



3-D Optimizer v2 for Quality, Speed & Concurrency

100,000+ 
possible 

combinations   

5  speculative decoding modes 

8  quantization modes 

7  hardware SKUs 

4  sharding schemes

5  multi-host setups

10+ kernel options

4  quality tuning approaches



3-D Optimizer for Quality, Speed & Concurrency

All in One qu
al

ity
speed

cost



10,000,000,000,000+
tokens / day

180,000+
requests / second



user adoption within 2 weeks

Current scale

Enterprise customers scale fast

1x

30x

100 stores 10sM

100sM

Starting scale

1 store

10x expansion in 3 days
1000 stores in 3 months

100% member adoption in          1 
month

Food chain Digitally Native Software Productivity

1000 stores



Start building today!
- $5k credits
- New product links


