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Foundation Models for 
Structured Business Data



Kumo 

The Two Halves of the Enterprise Brain

Unstructured Data 
(Language & Perception)

● Text, documents, images

● Reasoning, summarizing, 
and generating content

● Answer the "what" and 
"why" from human 
knowledge

Structured, Relation Data 
(Business Operations)

● Databases of customers, 
products, transactions, and 
supply chains

● This data holds the patterns 
that predict what will happen. 
It’s the ground truth of the 
business.
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Reasoning Brain:
Understands "what is in this 
contract?"

Predictive/Analytical Brain: 
Answers "which customer will churn 
next?"
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The AI revolution is Incomplete
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Reasoning Brain:
Understands "what is in this 
contract?"

Predictive/Analytical Brain: 
Answers "which customer will churn 
next?"
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The AI revolution is Incomplete

LLMs cannot reason 
over structured data effectively
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Reasoning Brain:
Understands "what is in this 
contract?"

Predictive/Analytical Brain: 
Answers "which customer will churn 
next?"
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The AI revolution is Incomplete

Manually build an ML model per task
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Core Problem & Our Insight
We need both halves of the brain to work together!

Reasoning Brain (LLM):
Understands "what is in this 
contract?"

Predictive/Analytical Brain: 
Answers "which customer will churn 
next?"
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Kumo 

Relational Foundation Model

Relational Foundation Model (RFM) is designed specifically for 
structured business data to make powerful forecasts & predictions.

You can simply point RFM at your data and ask predictive questions:

● 'Which leads are most likely to convert in the next 30 days?'
● 'What products are at the highest risk of a stockout next quarter?'
● 'Which transactions show the highest probability of fraud?'



Kumo 

RFM: The missing piece in the AI puzzle
RFM is powered by Graph Transformer Models

Risk Score: Low

Lead Score: 92

Churn Risk: High

One universal model for 
business data.

Simply connect 
your database

 Ask predictive 
questions



Kumo 
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Relational Graph Transformer
Key Observation: Kumo turn the web of connections around a data point into a 
sequence, like a sentence, and feed it into an attention network (like ChatGPT).

Predict …
Customer Retention

Recommendation
Forecasting

…



Key Observation: Kumo turn the web of connections around a data point into a 
sequence, like a sentence, and feed it into an attention network (like ChatGPT).

Kumo 

Relational Graph Transformer

Multi-Modal Input Features

Table Type

Hop Information

Temporal Encoding for fact tables

Tree Encoding to preserve child<>parent<>sibling relations
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Foundational Model for Relational Data 

Text output
Common-sense 

in-context
reasoning

Natural Language
 Prompt

Context: Unstructured 
Docs

Chat



Kumo 

Foundational Model for Relational Data 

Text output
Common-sense 

in-context
reasoning

Natural Language
 Prompt

Context: Unstructured 
Docs

Relational Foundation Model:

Predict churn for active customers

AI Predictions
Embeddings

output

Relational 
in-context
reasoning

Relational Prompt
Context: Relational Data
Predict at-risk customers

Chat
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We can talk to KumoRFM with Natural 
Language when combined with LLMs via MCP



Kumo 

We can talk to KumoRFM

● Interact via Predictive Query Language, capable of a broad set of task types

● It has a label definition (PREDICT clause) and entity definition (FOR clause)

● Additional filters and aggregations can be applied both to label and entity clause



Kumo 
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Benefits of RFMs

by Stanford

Better performance: 
+10% accuracy improvement through 
relational context

Faster time to value:
95% reduction in data preparation 
effort, handles any tasks on the fly

Scalability:
Handles complex, relational data 
across billions of records

Human

Human

Time to First Prediction (days)

Accuracy (AUROC %)

RelBench Datasets Benchmarks

Kumo Kumo 
fine-tuned

Kumo Kumo 
fine-tuned

(12 tasks: Amazon, H&M, StackExchange, Clinical, Avito, Hangtime)
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Our Unified Architecture

Last year 6.5k jobs, this year on track to 25k jobs.
In a week in July ‘25: 262 models tuned, 405 inference jobs, 767 trillion nodes, 2079 trillion edges (82PB data)



Kumo 

The Kumo Ecosystem
We are the chosen predictive engine for the data ecosystem

Platform Partners Customers

…
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RFMs address an LLM capability gap
● Not predicting text from text but outcomes 

from business data

● Just like LLMs replaced time-consuming, 
difficult, and expensive NLP work, RFMs 
replace time-consuming, difficult, and 
expensive predictive modeling work

● Since RFMs fills a gap, it's not replacing or 
competing with LLMs.

● RFMs are complementary to LLMs and 
most businesses will end up using both



Building with Kumo
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Agents need predictive AI tools

Planning and Execution

Other Tools
Information 

Retrieval Agent

Math 
Agent

Web 
Search

Unstructured 
Data Retriever

(RAG)

Agent workflows orchestration

MCP MCP

First generation agents:
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Agents need predictive AI tools

Planning and Execution

Other Tools
Information 

Retrieval Agent

Math 
Agent

Web 
Search

Unstructured 
Data Retriever

(RAG)

Agent workflows orchestration

MCP MCP

Second generation agents:

Predictive Engine

Personalized 
recommendations

Churn

   Customer 
lifetime valueDemand forecast

MCP



Generate report 
of customers 

whose warranty 
will soon expire

Predict 
likelihood of 

churn for each 
customer with 
explainability

Identify 
personalized offer 
recommendations 

to incentivize 
renewal

Email

Draft a 
personalized 
emails with 

offer details for 
customers

MCP MCP MCP

Repeat 
monthly

MCP

Tool call Tool call Tool call Tool call

Relational 
data 

retriever

Likely to renew
(Churn)

Personalized 
recommendations

1 2 4 5 6

24

Planning and Execution

Agentic Workflow

Example: Insurance Renewals Agent
Kumo 

Kumo Kumo 



Demo
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https://docs.google.com/file/d/15HCD9tFmbCQVCoUWsNvAbG9EzLlpq1Us/preview
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Agents for Sales and Marketing
 

Kumo 

Customer Behavior 
Predictions

Sales 
Forecasting

Marketing 
Optimization

Sales Operational 
Efficiency

Churn Risk
Predict which customers are 
likely to leave based on 
usage patterns, support 
tickets, and purchases.

Upsell / Cross-sell 
Opportunities
Identify which customers 
are most likely to buy 
additional or 
complementary products..

Pipeline forecasting
Predict the probability of 
deals closing, improving 
revenue forecasting 
accuracy.

Lead Scoring
Rank leads by conversion 
likelihood, so sales teams 
focus on the most promising 
prospects.

Campaign Response 
Predictions
Forecast which customers are 
most likely to engage with 
specific campaigns.

Customer 
Satisfaction Pred.
Estimate Net Promoter Score 
(NPS)  before feedback to 
proactively engage 
detractors

Sales Rep 
Performance Pred. 
Forecast which reps may 
need coaching/training 
based on deal activity data.

Support Resource 
Planning
Predict workload in customer 
sales support to allocate 
staff efficiently. 



Sales and Marketing … myriad more use-cases
Kumo 

Customer Behavior 
Predictions

Sales 
Forecasting

Marketing 
Optimization

Sales Operational 
EfficiencyService & Support

Churn Risk

Upsell / Cross-sell 
Opportunities

Engagement Risk

Customer Lifetime 
Value (CLV)

Pipeline Forecasting

Lead Scoring

Quota Attainment

Next Best Action 
(NBA) Prediction

Deal Closing 
Probability & 

Timeline

Feature Adoption 
Prediction

Meeting / Demo 
Attendance 
Likelihood

Customer Advocacy 
/ Reference

Early Fraud / Abuse 
Detection

Cross-Team 
Collaboration 

Prediction

Predictive 
Relationship 

Modelling

Ticket/Escalation 
Prediction 

Self-service 
Deflection

Customer 
Satisfaction 
Prediction

Customer Case 
Routing Prediction

Sales Rep 
Performance 
Predictions

Sales Rep Training 
Recommendation

Resource Planning

Revenue Leakage 
Prevention

Campaign Response 
Predictions

Personalized 
Recommendations

Optimal Contact 
Timing

Support Volume 
Forecasting

Optimal Pricing or 
Discount Prediction

Click Through 
Prediction

Data Quality 
Degradation 
Prediction



Agents for the Enterprise
Kumo 

Sales and Marketing 
Agents 

Workforce & 
HR

Finance & 
Compliance

Operations & Supply 
Chain Expansion

Industry-Specific Agents
(health, energy, …)

Every category of enterprise software will be enhanced with agents and 
require forward-looking predictions



A traditional ML approach does not scale
Kumo 

Sales and Marketing 
Agents 

Workforce & 
HR

Finance & 
Compliance

Operations & Supply 
Chain Expansion

Industry-Specific 
Agents

Per customer 
features

Custom fields or 
schemas

(e.g., SAP Z fields, 
Salesforce custom 

fields)

Per customer 
models

Legal constraints 
prohibiting 

cross-training 
across customer 

data

Per region/ 
site models

Differing schemas 
across BUs / 
subsidiaries

Model permutations become intractable

Disparate 
systems

e.g., a result of 
M&A



Kumo 

What kinds of projects are people 
building with KumoRFM?



Kumo 

Health coverage matching

An application that empowers U.S. consumers to make smarter insurance decisions and reduce 
out-of-pocket spending through personalized healthcare utilization forecasting and preference matching. 



Kumo 

Energy grid optimization

A localized energy prediction platform that outperforms institutional forecasts by 30%, with applicability 
to reduce electricity over purchasing from wholesalers by Load Serving Entities. 



Kumo 

Wildfire risk assessment predictions

A wildfire risk prediction system, combining KumoRFM with real-time edge sensor data and large 
language models. KumoRFM serves as the prediction engine to forecast wildfire risk at a granular, 
geo-grid-based level, aiding wildfire proactive measure prioritization and response planning.
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Hospital Capacity Planning
● Patient readmission 

prediction

● Emergency room 
volume forecasting 
based on seasonal 
patterns, holiday events, 
partner hospital 
utilization, and 
readmission rate 
prediction

● Workforce requirements 
forecasting based on 
volume forecasting



Kumo 

Medicare provider fraud detection

● Billing risk

● Cross Program 
Risk

● Anomalous or 
Overprescripti
on Risk



Kumo 

Hyper-personalized e-commerce

● Shopping agents and 
recommendations

● Recommendations 
based on shopping 
cart additions and 
item interactions

● Cart abandonment 
detection and 
recommendations to 
re-engage
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KumoRFM: Summary
What is it? A foundation model for business data!

What can it do? Make Zero-shot predictions on relational data!

Can we make it even better? Fine-tune on a particular task!

Why does this matter?
● Predictions become commoditized
● Predictive models are democratized
● Prediction-driven applications become possible
● Data becomes even more important
● Fine-tuning empowers high-performance use-cases



Thank You & Next Steps

Share what youʼve 
learned on Linkedin/X!
Tag @kumo_ai_team

Get a KumoRFM API 
key and start building 

with your data!
kumorfm.ai

Quickstart notebook

https://tinyurl.com/hellokumo

Thinking about using Kumo? 
Email hello@kumo.ai to learn more about enterprise options



39



40

Jure Leskovec
Co-Founder and Chief Scientist at, Kumo
Professor at Stanford University

Foundation Models for 
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Kumo 

The Two Halves of the Enterprise Brain

Unstructured Data 
(Language & Perception)
● Text, documents, images
● Reasoning, summarizing, 

and generating content
● Answer the "what" and 

"why" from human 
knowledge

Structured, Relation Data 
(Business Operations)
● Databases of customers, 

products, transactions, and 
supply chains

● This data holds the patterns that 
predict what will happen. It’s the 
ground truth of the business.
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The AI revolution is Incomplete
Two halves of the enterprise brain:

Reasoning Brain (LLM):
Understands "what is in this 
contract?"

Predictive/Analytical Brain: 
Answers "which customer will churn 
next?"

LL
M

 -
 R

ea
so

ni
ng

LLMs

LLMs cannot reason 
over structured data 

effectively
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The AI Revolution is Incomplete
For structured data one has to manually build a model for each separate task

Fundamental disconnect:
● Unstructured data: Ask LLM any question
● Structured data: +6-months to build a model for a single question



Kumo 

Core Problem & Our Insight
We need both halves of the brain to work together!

Reasoning Brain (LLM):
Understands "what is in this 
contract?"

Predictive/Analytical Brain (RFM): 
Answers "which customer will churn 
next?"

LL
M
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R
FM

 - P
rediction

LLMs



Kumo 

Relational Foundation Model
Kumo has built the world's first Relational Foundation Model (RFM). 
Designed specifically business data to make powerful forecasts & 
predictions.

You can simply point RFM at your database and ask predictive questions:

● 'Which leads are most likely to convert in the next 30 days?'
● 'What products are at the highest risk of a stockout next quarter?'
● 'Which transactions show the highest probability of fraud?'

Need forward‑looking forecasts that quantify the impact of actions on your KPIs.



Kumo 

RFM: The missing piece in the AI puzzle
We are building the Predictive Brain for the Enterprise. 
We turn operational data into your most powerful predictive asset.

Risk Score: Low

Lead Score: 92

Churn Risk: High

One universal model for 
business data.

Simply connect 
your database

 Ask predictive 
questions



Relational Foundation Models (RFMs)



Text output
Common-sense 

in-context
reasoning

Natural Language Prompt
Context: Unstructured Docs

Predictions
Embeddings

Relational
reasoning

Relational Prompt
Context: Relational Data

Large Language Model (LLM):

Relational Foundation Model:

Predict churn for active customers:
PREDICT COUNT(Sales.*,0,30,days)=0
FOR EACH Customers.ID
WHERE COUNT(Sales.*,-90,0,days)>0

Foundational Model for Relational Data 



Prompting KumoRFM

We can talk to KumoRFM through the Predictive Query Language Interface

● It has a label definition (PREDICT clause) and entity definition (FOR clause)

● Additional filters can be applied both to label and entity clause

● Supports aggregations, binary operations and logical operations

● Capable of handling a broad set of task types:



Explainability

● RFM is fully-differentiable and enables

gradient-based explanation techniques

● Importance scores are computed on the cell

level rather than on the feature level

● Conversion to textual summary



Kumo 

Benefits of RFMs

Stanford RelBench

Better performance: 
+10% accuracy improvement through 
relational context

Faster time to value:
95% reduction in data preparation 
effort, handles any taks on the fly

Scalability:
Handles complex, relational data 
across billions of records

                                               81%
                        76%               
  75%

  26 days
                                                 1h
                             1s



RFMs are filling the hole left by LLMs: 
● Not predicting text from text but outcomes from 

business data

● Just like LLMs replaced time-consuming, difficult, 
and expensive NLP work, RFMs replace 
time-consuming, difficult, and expensive predictive 
modeling work

● Since RFMs fills a hole, it's not replacing or 
competing with LLMs.

● RFMs are complementary to LLMs and 
most businesses will end up using both

LLMs and RFMs



Bulding with Kumo



What types of predictive tasks and tools may 
benefit Claudius, a shop management agent?

Demand Forecasting: Predict which products will sell, in what quantity, and at what times 
(weekly,monthly) to reduces overstock and stockouts

Customer Purchase Predictions & Personalized Offers: Anticipate what customers are likely to buy 
next and tailor promotions or recommendations.

Product-Level Margin Forecasting: Forecast profit margin by product/SKU and item category using 
historic sales, costs, discounts, and seasonality to optimize profit margin.

Dynamic Pricing: Adjust pricing based on demand, competition, or inventory levels.

Campaign Effectiveness: Predict which marketing strategies will lead to higher conversions.

Supplier Lead Times: Anticipate delivery/restocking delays (OTIF - On Time in Full predictions) and 
adjust orders proactively.

Scenario Simulation: Predict the impact on margins of different strategies, such as adjusting prices, 
introducing a loyalty discount, or swapping suppliers.

Make a case for agents and applications needing 
forward looking predictive/scoring ability.



What types of predictive tasks and tools may 
benefit Claudius, a shop management agent?

Demand Forecasting: Predict which products will sell, in what quantity, and at what times 
(weekly,monthly) to reduces overstock and stockouts

Customer Purchase Predictions & Personalized Offers: Anticipate what customers are likely to buy 
next and tailor promotions or recommendations.

Product-Level Margin Forecasting: Forecast profit margin by product/SKU and item category using 
historic sales, costs, discounts, and seasonality to optimize profit margin.

Dynamic Pricing: Adjust pricing based on demand, competition, or inventory levels.

Campaign Effectiveness: Predict which marketing strategies will lead to higher conversions.

Supplier Lead Times: Anticipate delivery/restocking delays (OTIF - On Time in Full predictions) and 
adjust orders proactively.

Scenario Simulation: Predict the impact on margins of different strategies, such as adjusting prices, 
introducing a loyalty discount, or swapping suppliers.



Planning and Execution

Other Tools
Information 

Retrieval Agent

Math 
Agent

Web 
Search

Unstructured 
Data Retriever

(RAG)

Agent workflows orchestration

MCP MCP

Agents need predictive AI tools

Majority of First-Generation 
Agents, Including Claudius

56



Planning and Execution

Other Tools
Information 

Retrieval Agent
KumoRFM – Predictive 

Engine

Personalized 
Recommendations Churn

Math 
Agent

Web 
Search

Structured 
Data 

Retriever

Unstructured 
Data Retriever

(RAG)
   Customer 

Lifetime ValueDemand Forecast

…

Agent workflows orchestration

MCP MCP MCP

.. And many other Predictive AI tasks

Agents need predictive AI tools

57
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Without the correct tools, LLMs hallucinate 
over structured data

LLMs cannot reason over 
this data effectively

To make accurate predictions, you need data + algorithms to extract patterns 
from the data

For instance, to predict User (001)’s item preference, 
you’ll need information about

- User 001
- Other users
- Other information across the database (e.g. 

items, views, orders)

And an algorithm to optimize for the prediction

LLMs are not built for this purpose



Model Context Protocol MCP) acts as a bridge 
between agent and service / tool

MCP Client / Agent 
framework

Planning & 
Execution

Tool use decision
Kumo RFM MCP 

Server Kumo RFM 
Foundation 

Model

Prediction 
query + 
Latest DataRequest

Response

Raw data 
source

(CRM, ERP, ..)

Fetch / Return latest data

AI Host

(Stateful representation 
of  data)

Response

1
2

3

4

56
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🤔Knowledge tools

get_docs: Retrieves documentation for graph 
setup and Predictive Query Language (PQL) syntax

🕸 Graph Management

inspect_graph_metadata: Views current graph 
structure, relationships, and semantic types

update_graph_metadata: Configures table 
relationships, primary keys, and time columns

get_mermaid: Generates visual entity-relationship 
diagrams

lookup_table_rows: Retrieves specific rows from 
tables

materialize_graph: Builds the graph structure for 
predictions

Lookup_table_rows: Lookup rows in the raw data 
frame of a table for a list of primary keys

🤖 Prediction Execution

predict: Executes Kumo predictive queries to 
generate predictions

evaluate: Assesses prediction quality on 
holdout data / historical ground truth

📊 I/O Operations

find_table_files: Discovers CSV/Parquet 
files in local directories or S3

inspect_table_files: Examines schemas 
and sample data to understand structure

The KumoRFM MCP server exposes KumoRFM's 
capabilities through carefully designed tools

https://github.com/kumo-ai/kumo-rfm-mcp


Planning and Execution 
Agent

Agentic Workflow

Generate report of 
customers whose 
warranty will expire 
in 1 month

Predict for each 
customer their 
likelihood

Identify 
personalized offer 
recommendation to 
incentivize renewal

Email

Draft a personalized 
emails with offer 
details for 
customers

MCP MCP MCP

Repeat monthly

MCP

Tool call Tool call Tool call Tool call

Semantic 
Data Model 
(Ontology)

Structured Data 
Retriever

Query

Likely to Renew
(Churn)RFM

Personalized 
RecommendationsRFM

AI Prediction AI Prediction

Extended Warranty Renewals Agent

Raw data 
source
(e.g., 
CRM)

Fetch latest 
data

1 2 4 5 6

3
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What kinds of projects are people 
building with KumoRFM?



An application that empowers U.S. consumers to make smarter insurance decisions and reduce 
out-of-pocket spending through personalized healthcare utilization forecasting and preference 
matching. 

Health coverage matching



A localized energy prediction platform that outperforms institutional forecasts by 30%, with applicability to 
reduce electricity over purchasing from wholesalers by Load Serving Entities. KumoRFM is used to 
generate local electricity forecasts using data including weather, distributed solar timing, local electric 
vehicle data, and community demand cycles. 

Energy grid optimization



AI Prediction 1

AI Prediction 2

AI Prediction N

Raw
Relational 
Data

With Kumo Single engineer

Wildfire risk assessment predictions

A wildfire risk prediction system, combining KumoRFM with real-time edge sensor data and large 
language models. KumoRFM serves as the prediction engine to forecast wildfire risk at a granular, 
geo-grid-based level, aiding wildfire proactive measure prioritization and response planning.



AI Prediction 1

AI Prediction 2

AI Prediction N

Raw
Relational 
Data

With Kumo Single engineer

Patient readmission and hospital utilization 
predictions & capacity planning
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Medicare provider fraud detection
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Hyper-personalized e-commerce and shopping 
agents and recommendations



What is it? A foundation model for business data!

What can it do? Make Zero-shot predictions on relational data!

Can we make it even better? Fine-tune on a particular task!

Why does this matter?
● Predictions become commoditized
● Predictive models are democratized
● Prediction-driven applications become possible
● Data becomes even more important
● Fine-tuning empowers high performance use-cases

KumoRFM Summary



Thank You & Next Steps

Share what youʼve 
learned on Linkedin/X!
Tag @kumo_ai_team

Get a KumoRFM API 
key and start building 

with your data!
kumorfm.ai

Quickstart notebook

https://tinyurl.com/hellokumo

Thinking about using Kumo? 
Email hello@kumo.ai to learn more about enterprise options
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The 
END



Why is building a RFM hard?

Relational Foundation Models present unique and substantial challenges:

Learn across and adapt to diverse database schemas:
● Arbitrary number of tables and columns
● Different types of relationships

(e.g., one-to-many, many-to-many)

Heterogeneity of column types:
● Numericals, categoricals, free text, etc
● Divergent semantic meaning of columns
● Proprietary or opaque information

(e.g., custom upstream embeddings,
hashed identifiers)

Complex Task Type Definition:
● Going beyond missing cell imputation
● Temporal forecasting, e.g., predicting inventory 

demand by utilizing past sales, supplier reliability, 
seasonal trends, and macroeconomics effects

● How can one interact with such a model?
● How does the neural network look like?
● How should such a model be trained?
● How can one efficiently apply it in real-time?



Supervised vs. In-Context Learning

    Model

Training Data

Prediction Data

     Model

M
od

el
 O

pt
im

iz
at

io
n

Prediction Data

          Pretrained
          Model

In-Context 
Learning Data

Pre-trained the model performs 
“optimization” within a

single forward pass

Traditional modeling



● UserID
● ProductID
● Time

      Orders

● UserID
● ProductID
● Time

     Views

● ProductID
● Desc
● Image

       Products

● UserID
● Name
● Age

      Users

Relational Database Relational Entity Graph

with a Pretrained Relational 
Graph Transformer

https://arxiv.org/abs/2312.04615 

How it works? Relational Deep Learning

Predict …
Customer Retention

Recommendation
Forecasting

…

https://arxiv.org/abs/2312.04615
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How it works? Relational Deep Learning

Predict …
Customer Retention

Recommendation
Forecasting
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with a Pretrained Relational 
Graph Transformer
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      Users
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https://arxiv.org/abs/2312.04615 

How it works? Relational Deep Learning

Predict …
Customer Retention

Recommendation
Forecasting

…

with a Pretrained Relational 
Graph Transformer

https://arxiv.org/abs/2312.04615


1.  Hop 2.  Hop 3.  Hop 4.  Hop 5.  Hop 6.  Hop

Past Interactions Collaborative Signal

Multi-Head Attention

Seed

Architecture: Relational Graph Transformer

Tokenizes the subgraph, attaches graph-specific positional encodings,
and applies multi-head attention

https://kumo.ai/research/relational-graph-transformers 

https://kumo.ai/research/relational-graph-transformers


Graph Transformers can attend across
multiple columns, multiple tables and multiple hops

They can learn …

1 Filters 2 Correlations 3 Aggregations

● Last fact
● Last k facts
● Facts in last week
● Upcoming holiday
● …

● Bought together
● Repeated/regular patterns
● Trends
● Time between
● …

● Weighted average
● Summation (degree count)
● Standard deviation
● …

Relational Graph Transformer



Predictive Query → “Promptˮ
PREDICT COUNT(TRANSACTIONS,0,30,days)=0
FOR EACH CUSTOMERS.CUSTOMER_ID

Pretrained Kumo Relational 
Foundation Model

Prediction

in-context exam
ples

In-context 
example 

generation

Relational Graph Encoder

In-Context Learner

Relational Foundation Model



?

KumoRFM

Predictive Query → “Promptˮ
PREDICT COUNT(TRANSACTIONS,0,30,days)=0
FOR EACH CUSTOMERS.CUSTOMER_ID

Relational
Graph

Transformer

Prediction

Enc

Enc

Enc

Enc

Enc

Enc

Foundation Model: In-Context Learning

Y/N



KumoRFMKumoRFM



KumoRFM

Prompting KumoRFM
via a declarative

Predictive Query Language

Real-time in-context generation Model Architecture



Prompting KumoRFM

We can talk to KumoRFM through the Predictive Query Language Interface

● It has a label definition (PREDICT clause) and entity definition (FOR clause)

● Additional filters can be applied both to label and entity clause

● Supports aggregations, binary operations and logical operations

● Capable of handling a broad set of task types:



Explainability

● RFM is fully-differentiable and enables

gradient-based explanation techniques

● Importance scores are computed on the cell

level rather than on the feature level

● Conversion to textual summary



Quantitative Accuracy Estimation

   Evaluation Time      Context Time   

Backward-looking 
Input Graph Sampler

Forward-looking 
Label Sampler

Build trust into model predictions by

verifying its correctness over historical data

Backward-looking 
Input Graph Sampler

Forward-looking 
Label Sampler

   Prediction
Time   

auroc ap

0.91 0.72



Benchmarks



Results

We trained KumoRFM on a mixture of
publicly available relational databases and synthetic data

For label generation, we utilize a random Predictive Query generator

We evaluated KumoRFM on

7 relational databases
30 predictive tasks (classification, regression recommendation)

KumoRFM has not seen 
any RelBench

datasets during its 
pre-training phase, which 
guarantees no leakage!

Baselines

● LightGBM: Supervised ensemble of decision 
trees

● Data Scientist: An expert data scientist that 
solves each task by manual feature 
engineering

● RDL: End-to-end supervised GNN

● LLM: A Llama 3.2 3B model that is asked 
to do in-context predictions



Entity Classification 

KumoRFM is on par with best baselines without tuning, 
and outperforms them when fine-tuned.

https://kumo.ai/research/kumo_relational_foundation_model.pdf 

https://kumo.ai/research/kumo_relational_foundation_model.pdf


Time-to-First-Prediction

KumoRFM is 1,000 - 10,000 faster than alternatives! 



What is it? A foundation model for business data!

What can it do? Make Zero-shot predictions on relational data!

Can we make it even better? Fine-tune on a particular task!

Why does this matter?
● Predictions become commoditized
● Predictive models are democratized
● Prediction-driven applications become possible
● Data becomes even more important
● Fine-tuning empowers high performance use-cases

KumoRFM Summary



Q&A, Thank You & Next Steps

Share what youʼve 
learned on Linkedin/X!
Tag @kumo_ai_team

Get a KumoRFM API 
key and start building 

with your data!
kumorfm.ai

Quickstart notebook

https://tinyurl.com/hellokumo

Thinking about using KumoRFM? 
Email hello@kumo.ai to learn more about enterprise options


