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AI in KNOWLEDGE INTENSIVE INDUSTRIES

Chemistry, HIGH TECH MANUFACTURING, LIFE SCIENCES, PHARMA etc.
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DEEP RESEARCH
What if you need 
all the answers?

Agentic RAG-Fusion



4

Quick Summary

Deep Research
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🤖 FROM RAG TO AI AGENTS

User Query LLM
Answer,

Question or 
External Action

Vector 
Search
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🤖 FROM RAG TO AI AGENTS

User Query LLM
Answer,

Question or 
External Action

BM25/Vector 
Finetuned, 

Hybrid 
Search

LLM 
Search 
Tools

#1 Top-5 passages

#2

#5

#4

#3
New mission:
Precision @ N
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Chat API

LLM Answer 
Writing

COMPLEX AGENTIC SEARCH PIPELINES

Provide all information to report double materiality for banks

Zeta Alpha Search API

Rank Fusion
RRF, Top-30

Neural Search
(ft E5-base, 

top-150

Keyword Search
BM25, top-150

Re-ranking
(ft T5-large, top-10

Query Rewriting Intent Recognition
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🤖 FROM RAG TO AI AGENTS

User Query Agent Orchestrator
LLM

Answer,
Question or 

External Action

gets the 
full task 
done

External Tools
APIʼs, web, etc.)

LLM 
Agent

LLM 
Agent

LLM 
Agent

LLM 
Agent

LLM 
Agent

LLM 
Agent

Search

Memory Works in the 
background…

Agents decompose 
large task into parts, 
make a plan, use tools, 
store and evaluate 
intermediate results, and 
synthesize final task 
outcome.
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AI AGENT EVALUATION
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evaluation in the enterprise
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Can we use synthetic queries to evaluate our system?
● Large test collection for reliably is usually not available.

● Performance on public benchmarks doesn't always translate into performance in private data.

● Why not use LLM-generated queries for evaluating your pipeline? 
– after bootstrapping on a handful of expert queries –

(Synthetic) evaluation DATA

Which programming languages can be used for PLC programming?

Provide all information to report double materiality for banks

What is the rate of hydrogenation of alpha-D-glucose in MeCONMe2?

What is the definition of sustainability in European legislation incl. guidance from ESAs?

which valve is compatible with VABM-B10-25-G12-2-P53?
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## Rules for evaluating an answer:
- **Relevance**: Does the answer address the 
user's question?
- **Accuracy**: Is the answer factually 
correct, based on the documents provided?
- **Completeness**: Does the answer provide 
all the information needed to answer
the user's question?
- **Precision**: …

LLM As a Judge: Pointwise

User Query

RAG

Answer

Answer is Good

Judge
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LLM as a Judge Vs Experts

RAG V1 RAG V2 RAG V3 RAG V4 RAG V5

Q
ua

lit
y

LLM as Judge
Human Expert
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RAG V4RAG V5RAG V1

LLM as a Judge Vs Experts

RAG V2 RAG V3

LLM as Judge
Human Expert

Q
ua

lit
y
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LLM As Judge vs HUMAN annotation



What if we Ask the LLM to Compare two answers?
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LLM As a Judge: Pairwise

User Query RAG V1 Answer V1

Answer V2 is better

Judge

RAG V2

Answer V2

Please act as an impartial judge and evaluate 
the quality of the responses provided
by two AI assistants tasked to answer the 
question displayed below, based on a set
of documents retrieved by a search engine.
You should choose the assistant that best 
answers the user question based on a set
of reference documents that may or not be 
relevant…
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How do we rank pairwise?

Query 1
��

Query 2
��

Query 3
��

RAG V1 RAG V2

��

��

��

RAG V2RAG V3
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● Each agent (or RAG system) is a player in a 
tournament with an initial rank.

● Each query is game played between two agents.
● A game between Agent A and Agent B is played 

by prompting an LLM to select which answer to 
the same query is better. 

● If A wins and its ranking is higher than B:
↗ Score of A increases a bit.
↘ Score of B decreases a bit.

● If A wins and its ranking is lower than B:
⬈ Score of A increases more.

⬊ Score of B decreases more.

The Elo ranking system

Idea: Keep an ELO 

tournament between all the 

generated agents?
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RAGElo Toolkit

Data Generation

RAG 
SystemsQueries

Answers

Contexts

Query - Context evaluation

LLM
1. Very relevant
2. Somewhat relevant
3. Not relevant

Evidence-based Pairwise comparison

LLMAnswer V1

Answer V2

Answer B is 
better
Because …

��

ELO Ranking

🥇RAG V2  2830
🥈RAG V1   2805
🥉RAG V3  2794
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Can we use synthetic queries and judgments to evaluate our system?

● Extrapolation from a few expert generated examples.

● No ‘gold standardʼ metric needed.

● We can add new ‘playersʼ later without re-running the whole tournament.

ELO evaluation - KEY ADVANTAGES
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AI AGENT OPTIMIZATION
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🤖 AI AGENTS: How do you optimize this?

User Query Agent Orchestrator
LLM

Answer,
Question or 

External Action

External Tools
APIʼs, web, etc.)

LLM 
Agent

LLM 
Agent

LLM 
Agent

LLM 
Agent

LLM 
Agent

LLM 
Agent

Search

MemoryMany prompts…

So how do you 
optimize all of this?

Not with RL Reinforcement Learning)

Single agents + 
agent interactions.

Access to LLM weights?

This is not differentiable! 
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A Deep research architecture
Give me a report about the hardware accelerators used in AI in 2025.

Extractors
One per batch of retrieved 

documents)

Mergers
(one per query)

Writer

Most popular Nvidia GPUs 2025

The H100 is the most 
popular NVidia GPU for AI 
in 2025 [citation], with 
the A100 remaining popular 
[citation] and the H200 
[citation]...

Plan: I need to research about the most popular 
accelerators that are being used recently and how 
they differ to each other. I also need (...)

Intel's Xeon platform for 
servers is still one of 
the most commonly used 
CPUs for AI and Deep 
Learning [citation] …

I have enough information about these 
vendors, but I did not researched about 
Google's TPUs, and I need more information 
about pricing and availability (...)

Now I have enough information to 
write a comprehensive report on 
the user's question.

Intel AI Hardware

Cerberas Inference cloud Cerberas is an AI 
chipmaker that provides 
high throughput and 
low-latency inference 
hardware for AI…

Planner
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agentic ai OPTIMIZATION
Recent surge in research…

Key element: 

Use the raw 
intelligence of 
the LLM itself as 
an operator to 
come up with 
improved 
versions of the 
system.



● For each sub-agent, Feedback to its prompt. 
Generates a new prompt.

TextGrad: Automatic "Differentiation" via Text (JULY 2024)
    By Mert Yuksekgonul et al. 6 authors)

TextGrad: LLMs to perform automatic “differentiationˮ 
through text-based feedback. 

Feedback/
gradient

generator

● Given an answer and evaluation, generates a 
feedback to the answer. 

●
For each sub-agent, generates feedback to its 
prompt.

● Feedbacks are "back-propagated" across 
sub-agents

Optimizer
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OPTIMIZING AGENT SYSTEMS: TEXTGRAD exploration



● Given one agent, get the answers mini-batch of 
training queries, obtain textual feedback on its 
output.

GEPA: LLMs for prompt reflection and pareto-optimality 
to quickly select the best agents and merge sub-agents.

GEPA: REFLECTIVE PROMPT EVOLUTION CAN OUTPERFORM REINFORCEMENT LEARNING (JULY 2025)
    By Lakshya A Agrawal et al. 16 authors)

Feedback/
gradient

generator

● With the feedback on the mini-batch, refine the 
prompt of one sub-agent at a time.

● Optionally, select another agent and combine its 
(other) sub-agents with this new sub-agent.

Optimizer 

Agent 
selection

● If the new agent is better, 
add to pool of candidate agents.

● At each step, select from the agents that are 
pareto-optimal on a set of training samples
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OPTIMIZING AGENT SYSTEMS: GEPA exploration
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● ScholarQACS Benchmark. For retrieval, we 
use the DeepResearchGym API.

● Agents init from two starting points:

○ minimal prompt for each sub-agent

○ human-optimized

● LLM used GPT4.1-mini.

● We also used OpenAI's prompt optimizer for 
GPT4.1 

● Self-Optimized Agents match or outperform 
human-optimized. 

● GEPA better results than Textgrad.

● Gains are more pronounced when 
starting from simple, non-optimized prompts.

OPTIMIZING AGENT SYSTEMS: Results
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Agent vs expert
examples + rubrics

Selected agent

NEXT STEPS: A co-evolution framework 

Ongoing Elo 
tournament

1
2
3
4

3560
3210
2853
2577

Agent Optimizer

LLM-as-a-judge 
optimizer

(should prefer experts)

Optimized agent

Sample agent 
from top-k

Evaluate with RAGElo 
pairwise Evaluator
vs existing agents

Update agent's rankings

Pairwise 
gradient generator

Updated RAGElo 
pairwise evaluator



SUMMARY & NEXT STEPS

GEPA works for efficiently 
optimizing your agents.

Next step: co-evolve 
agents and judges based 
on examples..

Evaluate and Iterate.

Optimization

Now we orchestrate more 
complex agentic pipelines.

How to evaluate 
long-format responses?

LLM-as-a-judge and 
Elo style tournaments.

Complex Agents

RAG was just the 
beginning. 

What are best prompts and 
architectures?

How to Improve quality and 
customize?

What if you only have some 
examples?

Deep Research & Co.

Delivering value to 
experts.



Enjoy Discovery!
www.zeta-alpha.com

Trends in AI

Monthly webinar, live 
from LAB42 / SF

Questions? Visit us at 
booth #19
in the innovator area


