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LLM-based AI Development

is VERY challenging



Challenges in LLM-based AI Dev

I started using new models 
reported better in HF Leaderboard

but the quality looks degraded
in MY case

Model Upgrades

gpt-4 gpt-4-turbo gpt-4o

Llama 2 Llama 3 Llama 3.1

[Developer's Dilemma]
New models are not necessarily 
like a library version upgrades.
Later models might work poorly 
than their previous.
At least, they work “differently”.



Challenges in LLM-based AI Dev

I added rule instructions then 
reported bugs fixed

but new bugs are created by overly 
referring them in other cases

Prompt Tunings

[Developer's Dilemma]
In general, longer and 
complicated instructions in 
prompt text make the results less 
focused. It’s even more 
complicated if the instructions 
have “IF-ELSE” like directions.
Developers can’t simply add few 
lines of directions to fix a 
particular bug, unlike they may do 
in coding.



Challenges in LLM-based AI Dev

I incremented new data to cover 
bigger knowledge

but the context recall or kNN 
precision worsen by having noises

New Data to RAG

[Developer's Dilemma]
Unlike static databases like SQL, 
text corpus returns results in 
different orders by how to handle 
the original data.
Options to tune the search is 
literally infinite.



Updating one part to fix particular issue 
causes degradation in some other areas.

[Developer's Dilemma]

No universal best practice that fits all.

VERY challenging to find the optimal 
architecture among infinite number of options.



IMPROVED

ERROR 
RATE

Web Engineering Machine Learning LLM AI Building

IMPROVED ??



Let AI do it



AIHuman

An objective instructor

An AI work approver

Handles the actual 
DevOps heavy work

of LLM-AI building



Let AI Build AI



Officially unveil the beta of…

the AI AI-Engineer





Develop Evaluate / Analyze

Optimize

DRAFT

Develop
Prompt Text / RAG

PLAN

TEST

Prepare test 
patterns

EVALUATE
Evaluate each log 

with manual 
labelings

OPERATE
Prepare labeling 
instructions and 

monitoring

ANALYZE
Identify potential 
causes with data 

science team

OBSERVE

Set observability 
and watch errors

Draft alternative 
architectures to fix 
problems, and try

[Our approach] Teammately AI Agent follows the best 
practice of LLM iteration cycle



Develop Evaluate / Analyze

Optimize

DRAFT

Generate
Prompt Text

PLAN

TEST

Generate test 
patterns

EVALUATE

Evaluate with 
LLM reasonings

OPERATE
Generate 
labeling 

instructions

ANALYZE

Agent-like data 
analyzer

OBSERVE

Observability 
with Auto eval

Generate alt 
architectures 

and try

[Our approach] Teammately AI Agent follows the best 
practice of LLM iteration cycle



OPTIMIZE

EVALUATE

Tell priorities in the project

AI AI-EngineerHuman AI-Engineer

Approve evaluation instructions

Appreciate AI for their work

Choose suggestions for comparison

DEVELOP
Tell project objective

Tell particular use cases

Generate prompt text & RAG

Generate test cases

Generate evaluation instructions

Score each log by instructions 
Analyze statistics & failed logs

Generate alt prompt & RAG

Evaluate scores of alt plans 
& find the best



Develop / Optimize Evaluate / Analyze

Prompt Tuning / Chain-of-Thought / 
Few-shot Learning / Format

Generate 
Tailored 

LM-as-a-judge

Latency / 
Cost Metrics

Statistics Analysis Agent

LM checks 
every log 

based on the 
instruction

Prompt Engineering

the AI AI-Engineer

Generate AI architecture plan 
from the available tech stack

Model choices / Param sizes / 
Inference choices / Temperature

Pre-trained Model / Inference

Chunking patterns / GraphRAG / 
Reranking / Knowledge Acquisition / 
Public RAG / kNN Optimization

RAG / ICL



You say LLM is hard to develop and control.

Then how capable LLM-based Teammately is?



You give the first objective of 
your project, then AI drafts the 
initial prompt text and the 
architecture of LLM.

The AI AI-Engineer Capability

1 Let AI Draft Architecture



✓ We first need test cases for a 
consistent evaluation against 
multiple dev options in LLM 
architecture.

✓ Our AI generates input text 
dataset based on your prompt 
and generation logics

2 Let AI Create Test Cases

The AI AI-Engineer Capability



How is our AI building a fair set of test cases? - Basic logic

✓ Objective

✓ Main use cases

Topics

Topic 1 - 40%

Topic 2 - 35%

Topic 3 - 20%

Topic 4 - 5%

User Input

User Input

User Input

User Input

Objective layer

✓ Prompt Text

✓ RAG dataset

Application layer



✓ LLM-as-a-judge is an efficient 
method to evaluate the quality 
of LLM responses at large scale, 
typically far more efficient than 
traditional human evaluation.

✓ Open-source metrics may not 
suit every case. Metrics 
tailored to each case better fit 
in evaluating its quality. 

✓ Our AI creates custom metrics.

The AI AI-Engineer Capability

3 Let AI Create Eval Metric



3

Our AI creates custom metrics like:

In Customer Support Agent

Friendliness Politeness Helpfulness that goes 
beyond expectation

In Sales Agent

Call-to-Action Eąectiveness Value Proposition Accuracy

Miscellaneous

Follows the character guideline Proper function selection

Let AI Create Evaluation Metrics
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3

The AI AI-Engineer Capability

…WAIT FOR 3 MINS
4 AI evaluates original plan

Our AI works (like an AI Agent) to…

Simulates generation outcomes from the 
generated input test cases1

Evaluates simulated logs based on the 
generated metric instructions

Analyzes the evaluation results 
quantitatively and qualitatively 
Results are visualized for human reviewers

Summarizes the analysis results to 
construct a problem narrative, forming the 
basis for alt planning strategies

2



Based on the analysis, AI operates:
✓ LLM architecture 

improvement suggestions
✓ Missing knowledge 

identification to fulfill

The AI AI-Engineer Capability

5 Review alternative plans



5 Review alternative plans4 AI evaluates original plan

We generally have below average 
performance in familiarity, while 
the accuracy of answer is perfect.

We have less accuracy scores in 
topic of refund, due to lack of 
information in RAG dataset.

Add more rules in prompt while 
prettiering format

Prompt

Add more knowledge in refund 
topic to reduce failure rate

RAG

Switch to XXX model, strong at 
casual chat, to improve familiarity

AI model



✓ AI evaluates alt plans again 
after human review.

✓ After evals, our Agentic AI 
aggregates score and 
compare which plan performs 
better than the others in each 
metric. 

The AI AI-Engineer Capability

6 AI Evaluates Alt Plans

…WAIT FOR 10+ MINS



✓ As the final step, AI creates 
overall narrative from data 
report and judges the final 
rankings of each plan, to help 
guiding the the best balanced 
one among candidates.

The AI AI-Engineer Capability

7 AI Judges Final Rankings



The AI AI-Engineer Capability - Case Study

Build a Customer Success Agent 
that ensures high satisfaction and 
seeks upselling opportunities when 
possible

Project objective

➢ Uses a single prompt text that 
includes all required 
instructions

➢ Uses gpt-4o

Original architecture

1. Helpfulness to user inquiry as a Customer Success
2. Relevance of Upselling Opportunities to User Inquiries
3. CTA Effectiveness
4. Follows company Compliance

Generated eval metrics

✓ Decomposes generation into multiple steps, 
including analysis of user intent and potential 
upselling opportunities

✓ Uses Llama-3.1-405B hosted on XXX inference.
✓ For each knowledge document in the corpus, adds 

context and use-case scenarios along with 
product information, in order to improve the hit rate

Final architecture judged as the best



LLM-based AI on Teammately are being iterated on Teammately

The AI AI-Engineer Capability - Case Study

Prompt & 
Architecture 

Generator

Input Dataset 
Generator

LLM-as-a-judge 
Evaluator 
Generator

Platform-prepared 
LLM-as-a-judge

Statistical Data 
Analyzer

Missing Knowledge 
Identifier

Final Ranking 
Judge

Alternative LLM 
Architecture 

Proposer



✓ Objective

✓ Main use cases

Topics

Topic 1 - 40%

Topic 2 - 35%

Topic 3 - 20%

Topic 4 - 5%

User Input

User Input

User Input

User Input

Objective layer

✓ Prompt Text

✓ RAG dataset

Application layer

The AI AI-Engineer Capability - Case Study
The idea to separate into multiple steps are first initiated by our AI, with a statistical proof to 
work better in many cases.



LLM-based AI on Teammately are being iterated on Teammately

The AI AI-Engineer Capability - Case Study

Prompt & 
Architecture 

Generator

Input Dataset 
Generator

LLM-as-a-judge 
Evaluator 
Generator

Platform-prepared 
LLM-as-a-judge

Statistical Data 
Analyzer

Missing Knowledge 
Identifier

Final Ranking 
Judge

Alternative LLM 
Architecture 

Proposer

We’re sure our capability will even get improved with using Teammately



Develop Evaluate / Analyze

Optimize

DRAFT

Generate
Prompt Text

PLAN

TEST

Generate test 
patterns

EVALUATE

Evaluate with 
LLM reasonings

OPERATE
Generate 
labeling 

instructions

ANALYZE

Agent-like data 
analyzer

OBSERVE

Observability 
with Auto eval

Generate alt 
architectures 

and try

[Our approach] “Deep Iteration” with the automated 
architecture improvement
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How it brings a success to your R&D

hours / iteration37.5SAVES of iterations× #

Scaled Testing & 
Consistent Quantification

PROD Requirements NOT FEASIBLE to do manually

AI AI-Engineer can do them



the AI AI-Engineer

Let AI Build AI


