
Escaping AI POC purgatory: 
Techniques for enterprise AI engineers



2024: An emerging loss of faith





AI can become a gravity 
well for enterprises.



Low efficiency

Low accuracy

Low adoption

Why? 
Enterprise-grade
generative AI
is hard



How do we move from 
POC to production?



How do we achieve 
escape velocity?



Hi, I’m Sam 👋

Sam Julien
Director of Developer Relations at Writer 
Getting Started in DevRel | egghead.io

Developer Microskills



How do we achieve 
escape velocity?



AI apps

The only fully-integrated 
solution for building AI 
apps with faster time 
to value

AI guardrails
Enforce regulatory, accuracy, 
and brand compliance across all AI apps and workflows.

AI program management
Drive change management, workflow by workflow,
to realize business value.

Knowledge Graph
Connects your AI apps to structured and 
unstructured data with graph-based RAG.

AI Studio and integrations
Code (for developers) and no-code (for business users) tools 
for quickly building production-grade AI apps.

Palmyra LLMs
State-of-the-art top-benchmarked Writer-built LLMs 
that are compliant, efficient, and transparent.

AI digital assistants

AI workflows



delta-v 
The change in velocity needed to launch from a planet's surface; the 
total "effort" needed to achieve a certain change in velocity, including 
overcoming gravity and atmospheric drag.



Enterprise AI delta-v

Scope

Rapid UI/UXAccuracy



Component 1: 
Reconciling AI 
engineering 
scope Scope

Rapid UI/UXAccuracy



AI engineering 
requires lots of 
infrastructure 
and resources

Immediate ROI 
comes from 
scoped, focused 
tasks at scale.

The (current) enterprise AI paradox



Point solutions offer speed, 
but come up short for enterprise scale

Management overheadSecurity risks

Copilot

ChatGPT

Narrow scope



Some use cases will work "out of the box” - 
but the hardest & most value-aligned won’t

Prototype /
human-in-loop

D
at

a 
co

m
pl

ex
ity

Generic /
simple

Bespoke / 
complex

Accuracy requirements

Al works 
"out of the box"

Development 
required

Complex/
 high-accuracy



DIY offers depth, 
but implementation is slow and hairy



How do you avoid boiling the ocean?



First, think microservices, not monoliths.

IT, finance, HR Product + design Marketing, Comms, PR Sales + support

Blog posts

Training materials

Release notes Client stories

Compliance

Financial summaries

Landing pages

Parsing user research

Supply chain analysis

Competitor analysis Support call summaries

Internal messagesReport deep dives Coverage descriptions

White papers

User stories

KnowledgebasesOnboarding material

Incidence reports Sales enablement assistants

Push notifications RFPs

Error messagesInvestor relations materials Case studies Expert agent assistants

Clinical analysis

UX copy Messaging ideas

SEO optimization

Zero-state pagesJob descriptions

L&D content Newsletters Client comms

Social media campaigns



Prebuilt apps

Platform-as-a-service

AI Studio

Here’s how we approach it at Writer for customers:

Second, aim for a full-stack approach.

LLMs RAG AI guardrails

Use a platform to build AI apps for 
your business

Customize, integrate,
and manage OOTB apps 





Full-stack enterprise AI

Make it efficient for other teams to build

Make it work for one use case

Generalize to other use cases or verticals



Component 2: 
Repeatable 
accuracy Scope

Rapid UI/UXAccuracy



LLMs are non-deterministic

Prompt LLM

Output 
option 1

Output 
option 2

Output 
option 3

����
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How does 
NovaPhone 
compare to 
NovaPhone+?

Enterprise data is dense and specialized

The NovaPhone+ is water resistance, 
has a 12-megapixel camera, and has 
a 18 hour battery. 

The NovaPhone is also water resistant, 
has a 36-megapixel camera, and has 
a 12 hour battery. 

Both phones both cost $795.

LLM



Prompt/Code

RAG

LLM

Three layers to improve accuracy



Prompt/Code

RAG

LLM

Three layers to improve accuracy



Structured output with function 
calling

Prompt LLM Output

Function



Function calling
tools = [
   {
       "type": "function",
       "function": {
           "name": "get_product_info" ,
           "description": "Get information about a  
product by its ID" ,
           "parameters": {
               "type": "object",
               "properties": {
                   "id": {
                       "type": "number",
                       "description": "The ID of the  
product to retrieve information for" ,
                   }
               },
               "required": ["id"],
           },
       },
   }
]

messages = [{"role": "user", "content": 
"what is the name of product 1234?" }]

response = client.chat.chat. create(
   model="your-model-here" , 
   messages=messages, 
   tools=tools, 
   tool_choice="auto"
)

response_message = response.choices[ 0].message
messages.append(response_message)

print(response_message)

# The name of product 1234 is “Terra running  
shoe.”





Prompt/Code

RAG

LLM

Three layers to improve accuracy



Combine applied research with 
graph-based RAG

Graph structure preserves 
relationships between data

Compression techniques help 
prevent loss of context

Applied research like 
Fusion-in-Decoder minimizes 
hallucinations



Palmyra LLMs

GUI for data connectors & APIs

4. Transparent thought process

3. Fusion-in-decoder

2. Retrieval-aware compression

1. Specialized LLM to build graph 

Our approach at Writer: >86% accuracy with <3% 
hallucinations

Writer Knowledge Graph receives 
the highest RobustQA score (>86), 
with the fastest average response 

time (<0.6s)

See https://writer.com/engineering/rag-benchmark/



Prompt/Code

RAG

LLM

Three layers to improve accuracy



Specialized, domain specific LLMs

Less computational power and data storage

Trained on industry-specific data

More control over sensitive information and 
reduce the risk of leaks

Create and deploy AI solutions much faster



Specialized, domain specific LLMs

● 40% more accurate
● 50% less time to deploy
● 35% cheaper to run

Available at https://huggingface.co/Writer



Writing in the Margins (WiM)

https://arxiv.org/abs/2408.14906

● Inference pattern that enhances 
an LLM’s ability to accurately 
interpret long prompts

● Segments an input sequence into 
smaller units 

● Relevant “margins” are then 
appended to the prompt

● Results:
○ Average 7.5% improvement in 

accuracy for reasoning skills
○ Over a 30.0% increase in 

aggregation tasks when 
compared to Long Context 
LLM and RAG approaches.



Component 3: 
Rapid UI/UX

Scope

Accuracy Rapid UI/UX



LLMs are non-deterministic…but you still 
need good UI/UX at scale

Prompt LLM

Output 
option 1

Output 
option 2

Output 
option 3

���� UI/UX



Data/research Product/user

ML researcher/
Research scientist

ML engineer/
Data scientist Software engineer

150k 27m!

The shift right caused by GenAI

AI engineer

Transformers, etc.

API

https://www.latent.space/p/ai-engineer

Wide chasm between skill set of AI/ML engineers and 
web developers, but we are crossing the divide



Rapid UI/UX for AI apps

Multimodal-first UX

Tried and true technologies

State-driven UI and separation of concerns

New power tools



For JavaScript: v0.dev



For Python: Writer Framework

https://github.com/writer/writer-framework







Let’s recap



AI can become a gravity 
well for enterprises.





Enterprise AI delta-v

Scope

Rapid UI/UXAccuracy



First, think microservices, not monoliths.

IT, finance, HR Product + design Marketing, Comms, PR Sales + support

Blog posts

Training materials

Release notes Client stories

Compliance

Financial summaries

Landing pages

Parsing user research

Supply chain analysis

Competitor analysis Support call summaries

Internal messagesReport deep dives Coverage descriptions

White papers

User stories

KnowledgebasesOnboarding material

Incidence reports Sales enablement assistants

Push notifications RFPs

Error messagesInvestor relations materials Case studies Expert agent assistants

Clinical analysis

UX copy Messaging ideas

SEO optimization

Zero-state pagesJob descriptions

L&D content Newsletters Client comms

Social media campaigns



Prebuilt apps

Platform-as-a-service

AI Studio

Here’s how we approach it at Writer for customers:

Second, aim for a full-stack approach.

LLMs RAG AI guardrails

Use a platform to build AI apps for 
your business

Customize, integrate,
and manage OOTB apps 



Prompt/Code

RAG

LLM

Three layers to improve accuracy



Function calling

Graph RAG + research

Specialized LLMs, WiM

Three layers to improve accuracy



Rapid UI/UX for AI apps

Multimodal-first UX

Tried and true technologies

State-driven UI and separation of concerns

New power tools



For Python: Writer Framework

https://github.com/writer/writer-framework



AI apps

The only fully-integrated 
solution for building AI 
apps with faster time 
to value

AI guardrails
Enforce regulatory, accuracy, 
and brand compliance across all AI apps and workflows.

AI program management
Drive change management, workflow by workflow,
to realize business value.

Knowledge Graph
Connects your AI apps to structured and 
unstructured data with graph-based RAG.

AI Studio and integrations
Code (for developers) and no-code (for business users) tools 
for quickly building production-grade AI apps.

Palmyra LLMs
State-of-the-art top-benchmarked Writer-built LLMs 
that are compliant, efficient, and transparent.

AI digital assistants

AI workflows





Thank you!
Questions? @samjulien


