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How can I align my work on what matters to me? 
The real-life things people pursue 



XX%Vision
Build a companion recommender (ally) assisting the 

user‘s lifelong journey.

how to 
improve my 
golf swing 

best wineries in napa 

how to ski 
with more 

control cute puppy 
videos relaxing music

latte art basics 



Current RecSys are more focused on the short-term

WHAT EXISTS TODAY

Recommendations today are 
mostly anchored towards 

shorter-term tasks 

What 
movie to 
watch? Which 

restaurant 
to try?



But, we know that users pursue 
their interests for a long time. 

WHAT COULD BE

9%
Less than a week

10%
At least a week

12%
At least a month

16%
At least 3 month

51%
At least a year



And, current RecSys don’t offer interpretability and control

WHAT EXISTS TODAY

Recommendations today 
mixes user interests in a 

single feed.

Mixed 
Recs

User 
Profile



How might we go about steerable recommendations on interest journeys?

WHAT COULD BE

Tailoring men’s 
fashion

DIY Home Decor

Learn the guitar

Exercise for flexibility

Affordable family 
friendly activities

Generative computer 
art

You may like



Also, current RecSys don’t speak the same language as users

User Profile and activity 
history

cartoon       0.7
Lady gaga  0.2
Lifestyle      0.1

User interests today are captured 
as embeddings or too broad 

knowledge graph entities

WHAT EXISTS TODAY



But, users use nuanced language to describe their journeys 
in a much more personalized way

"Got advice for some 
household repairs, was 

able to do it myself."

"How to draw with 
children" "Understanding of 

higher math 
concepts"

"Learning songs 
on keyboard to 

perform"

"Bake cakes and 
opening an at home 

business!" 

“use my instant pot 
and cook 

international 
recipes"

"Information about 
places I want to visit 

and things I want to do"

"Training and 
equipment for 

camping"

"Learning how to 
build games with 

Unity"

"Getting my 
budget/finances 
under control"

WHAT COULD BE



How to move towards assistive recommenders that 

● Account for long-term 
journeys, evolving in a 
personalized fashion

● Speak the same language 
as users

● Offer steerable journey 
recommendations

VISION



t_1 t_Kt_2 t_4 t_5t_3  …

Noisy user-item 
interactions

t_1 t_Kt_2 t_4 t_5t_3  …

Personalized Journey 
Extraction

Journey 
Cluster 1

Journey 
Cluster 2

Journey 
Cluster 3

Hydroponic 
gardening

Playing the ukulele 
as a beginner

Cooking italian 
recipes

Journey Naming via LLMs

In a nutshell

Interest journey service for user interest profile

LLMs for User Interest Journeys. K Christakopoulou et al. arXiv 

https://arxiv.org/pdf/2305.15498.pdf


Global Interest Extraction

Annotate each item using pre-defined interest 
clusters. E.g., 

● Co-occurrence based, 
● Semantic similarity based

The granularity of the pre-defined interest 
cluster determines how nuanced the user 
interest can be.

t_1 t_Kt_2 t_4 t_5t_3  …

Noisy user-item interactions



But, the same item can be a part of different user journeys 

Hydroponic gardening Italian pizza making Growing herb and vegetables in my patio



Personalized Interest Extraction

 Journey 1 Journey 2

t_1 t_Kt_2 t_4 t_5t_3  …

Noisy user-item interactions

Personalized clustering update: 
When an item’s  representation has high cosine 
similarity with the journey cluster, it should be added 
to this cluster. Otherwise, a new cluster is created. Journey 3



Personalized vs Global Interest Extraction 

Baselines: Multi-modal similarity topic clusters, Co-occurrence clusters 

MULTIMODAL CLUSTERS

CO-OCCURRENCE CLUSTERS

PERSONALIZED JOURNEY EXTRACTION

Personalized yields the longest, most coherent journeys



But, how do we even know the extracted journeys are good?

Personalized leads to 182.7% increase in recall! 

Idea: Rely on expertly curated playlists with high 
episodicity     → Ask the algorithm to divide into journeys.

Insight: Granularity affects recall 
          → Proxy granularity metrics 

Personalized yields the most dense, and longest  journeys





Of course, we could ask an LLM to provide the interest name

I interacted with items with titles: So, I may be interested in

“David Graeber - Debt, service, and the origins of capitalism”, “Mark 
Fisher and Our Contemporary Moment: Is There Still No Alternative”, 
“The Third Industrial Revolution: A Radical New Sharing Economy”

Critical theory of society and contemporary culture 

"ruth bader ginsburg: legal pioneer", "makers.com; who is kamala 
harris? a look at her background and career in politics" "malala 
yousafzai on the power of education" "glamour; oprah winfrey opens 
up about journey to become first woman to own & produce her own 
talk show" "time; madeleine albright, first female secretary of state" 
"msnbc; the first woman in space - valentina tereshkova i the cold 
war"

Trailblazer women

Prefixes

Examples
(optional)

Ask model for a new journey 

"4 ways to use hardware synthesizers", " Analog Synths with Ableton 
Push | Set Up & Creative Ideas", "HOW TO BUILD A SYNTHESIZER 
SETUP with Circuit Tracks + Korg Minilogue & Volca NuBass "

?Inference Synth music production



- Can we do better?

- YES! Aligning with the right data



What data to use to align LLMs to user interest journeys?

User Interviews Expert curated 
collections

Saved personal 
collections

Online playlists

Small, higher-quality data ~O(100)             
Ideal for prompt tuning

Larger scale, noisy data O(10K) 
For fine tuning



What data to use to align LLMs to user interest journeys?

Online playlists

Ideal for prompt tuning 
Expert curated collections 

perform the best

For fine tuning



How to evaluate effectiveness of journey naming? 

(N1) Setup: 100 Expert 
curated collections 

(N2) Setup: 10K learning 
high episodicy playlists 

(N3) Setup: 2K user 
histories over a month → 

~11K journeys 

Three experimental evaluation setups



Which alignment technique performs the best?

(N1) Setup: 100 Expert 
curated collections 

(N2) Setup: 10K learning 
high episodicy playlists 

(N3) Setup: 2K user 
histories over a month 

For in-domain evaluation, the technique using the 
in-distribution data is the highest performing one

Prompt tuning has the best 
generalization capability out-of-domain



Other key insights

Inputs largely determine 
response safety

Journey extraction 
improves naming quality 

Journey-aware recs better 
support user interests



LLMs can unlock better user understanding

LLMs generates 
nuanced and 
informative 
description of 
real user 
journeys.



Leveraging journeys to provide steerable recommendations

Statistically significant A/B Experiment Results 

Tailoring men’s 
fashion

DIY Home Decor

Learn the guitar

Exercise for flexibility

Affordable family 
friendly activities

Generative computer 
art

You may like

Frontend experience allowing users to delve deeper 
into their interest journeys, or explore related journeys

Engagement +0.04%

Abandonment -0.05%

Engaged Users +2.63%

Recs diversity +0.15%



Are we done? 
No!



How would a companion recommender, capable of accompanying 

users through their real-life interests, needs and goals, look like?

Companion Recommenders

Create magical conversational journey-aware 
experiences?

Accompany the user to their evolving journey, 
assessing users’ progress?

Plan at the abstract level of journeys and sub- 
journeys, while providing interpretability & control? 

Towards Companion Recommenders Assisting Users’ Long-Term 
Journeys. K Christakopoulou and Minmin Chen. RecSys 2023

…

https://web.archive.org/web/20231011120514id_/https://dl.acm.org/doi/pdf/10.1145/3604915.3610241

