
From Concept to Reality:
Mastering LLMs from POC to Production



About us

President of CTO of

● Datasaur offers:

○ Powerful NLP Labeling product

○ Private LLM development platform allowing clients to compare and build with 200 AI 
Models

● Second-time founder, built AI systems at Apple and Yahoo

● StartX F19, YC W20

Backed by
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Trusted by customers
We support hundreds of companies and universities globally across 

healthcare, legal, fintech, eCommerce, and more.
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● 2024 Trends

○ Pilot/POC  Production

○ Importance of a healthy, competitive ecosystem

○ Calculating ROI

● Production Techniques

○ Donʼt rely on a single model

○ What you can do - LLM distillation

○ Future-proofing deployments as next-gen models

■ Ground Truth Data

■ Regression Testing

Agenda
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2024 Trends



● 2023-mid 2024

○ Year of Pilots / POCs

○ Does this technology work? For us?

○ What are the best use cases?

○ Executive reports, board meetings

● 2024

○ What are we going to implement?

○ Whatʼs the impact on the bottom line?

○ When will we see the ROI?

A Shift is Happening…
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May: OpenAI GPT 4o

Whatʼs the Best Model™?
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Whatʼs the Best Model™?

May: OpenAI GPT 4o
Jun: Claude 3.5 Sonnet
Jul: Llama 3.1
Aug: Gemini 1.5 Pro



Explosion of Model Options

200+ foundation models and counting
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Importance of a healthy, competitive ecosystem

“GPT4o mini scores 82% on MMLU and 

currently outperforms GPT4 on chat 

preferences in LMSYS leaderboard. It is 

priced at 15 cents per million input tokens 

and 60 cents per million output tokens, an 

order of magnitude more affordable than 

previous frontier models and more than 60% 

cheaper than GPT3.5 Turbo.ˮ

- OpenAI blog, July 18, 2024

“Today, weʼre announcing a series of 

improvements across AI Studio and the 

Gemini API

Significant reduction in costs for Gemini 1.5 

Flash, with input token costs decreasing by 

78% and output token costs decreasing by 

71%.ˮ

- Google Gemini Blog, Aug 8, 2024
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How do we measure ROI for an LLM?
Same parameters as we always have
● Whatʼs the cost savings/revenue generation potential?

○ Ex: Doctor saves 30 minutes a day writing up reports

○ Ex: Rapid new pharmaceutical drug discovery

● Whatʼs the cost of implementing this solution?

○ Build/buy technology

■ Unit costs

■ Difficulty of hiring GenAI experts

○ Maintenance/operation

■ Hallucinations

○ Onboarding/training
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Looking Beyond Cost/Accuracy

What are the other parameters to the problem?

● Timeline (build vs. buy)

● Security

● Preferred cloud

● Data integrations

● SLAs How long can an answer take?
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Production Techniques



Build many models - less single failure endpoint, easier to 
debug and fix 12 use cases at a time
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Each organization should weigh their own pros and cons and 
arrive at independent decisions

CEO

MarketingHR Sales Accounting “Secret sauceˮ 
departments

Buy off-the-shelf solutions Build  their own models

(hypothetical!
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LLM distillation - Lowering your Costs to Improve ROI

Dataset for Biomedical Research Question Answering

For LLM Distillation purposes, the dataset output is generated by Llama 3.1 405B.

Input Output

Final decision:
- yes
- no 
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LLM distillation - Lowering your Costs to Improve ROI

Model Precision Recall F1Score Accuracy

Llama 3.1 405B 79.1% 84.5% 81.5% 76.4%

Llama 3 8B before fine-tuning 68.7% 78.4% 71.1% 67.3%

Llama 3 8B after fine-tuning 80.7% 89.0% 84.6% 80.2%
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LLM distillation - Lowering your Costs to Improve ROI

Llama 3.1 405B 
Amazon Bedrock)

Llama 3 8B - (before 
fine-tuning)
Amazon Bedrock)

Fine-tuned 
Llama 3 8B 
Modal

Total time to run 13.88 hours ~ 9.47 hours ~ 7 hours

Total cost ~ $76 ~ $5.8 ~ $24
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Results

Classification performance improved
We achieved higher precision (11%), recall (6%), F1-score (10%), and accuracy (9.9%) with the Llama 3 8B 
model after fine-tuning it with 1,000 samples from Llama 3.1 405B.

Reduce cost by 3x
The estimated cost shows that we can reduce the cost of Llama 3.1 405B by 3x by distilling its knowledge into a 
smaller model like Llama 3 8B, while still achieving comparable performance.

Inference speed is 1.5x faster
The inference speed of Llama 3 8B is 1.5x faster compared to Llama 3.1 405B. As a result, this model can be more 
practical for applying to specific tasks in real-world problems. 
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Future proofing against next-generation models
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● Most models are good enough

● Capture 6070% improvements at this time

● When new technologies emerge, decide if itʼs worth revisiting 
and optimizing another 1020%



Regression testing
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Model comparison



Establish Ground Truth Datasets
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Regression testing
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● Protect against model drift

● Ensure that everything that 
works in production 
continues working

Regression testing



Key Takeaways

Whatʼs the Best Model™? 
No single best model for all projects and workloads

Techniques at your disposal

● Donʼt rely on a single model

● LLM Distillation

● Establish Ground Truth Data

● Regression Testing

How do you calculate return on investment 
ROI?
● Evaluate your own parameters and ROIs

● Test multiple models to find the right fit

● Match the right model to the right project 
based on quality, speed, and cost
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Thank you
Questions?

linkedin.com/in/iylee/

ivan@datasaur.ai


