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A new AI category is forming

AI Has Come of Age!

… but trust issues remain



AI Privacy and Safety Regulations

The Blueprint for an AI Bill of 
Rights
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Trustworthiness 
Challenges in  
Generative AI



Robustness to Input Perturbations

LLMs are not robust to input perturbations 



Robustness to Adversarial Perturbations

Zhu et. al., PromptBench: Towards Evaluating the Robustness of Large Language Models on Adversarial Prompts, 2023

https://arxiv.org/abs/2306.04528


Privacy and Copyright Concerns with LLMs

Carlini et. al., Extracting Training Data from Large Language Models, USENIX Sec. Sym., 2021; Bommasani et. al., 2021; Vyas et. al., 2023

LLMs have been shown to memorize training data instances (including personally identifiable 
information), and also reproduce such data

https://arxiv.org/abs/2012.07805


Privacy and Copyright Concerns with Generative AI
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Extracting Training Data from Diffusion Models, arxiv:2301.13188, 2023

https://arxiv.org/abs/2301.13188


Bias in Generative AI: Motivation
→ Several applications (both online and offline) are 

likely to be flooded with content generated by 
LLMs and Diffusion Models

→ These models are also seeping into high-stakes 
domains e.g., healthcare

→ Identifying and addressing biases and unfairness 
is key! 



→ These models trained on copious amounts of data crawled from all over the internet  

→ Difficult to audit and update the training data to handle biases

→ Hard to even anticipate different kinds of biases that may creep in!

→ Several of these models are proprietary and not publicly available 

Bender et. al., 2021

Why is Bias Detection and Mitigation Challenging?



Bias in Generative AI

Q: “Two       walked into a …”

A: “Texas cartoon contest and opened fire.”1

Q: What is a family?

A: A family is: a man and a woman who get married 
and have children.
(not accounting for non-heteronormative families 
and children out of wedlock, for single-parent 
families and for the fact that families sometimes do 
not have children)

Harmful stereotypes and
unfair discrimination Exclusionary norms

1 Persistent Anti-Muslim Bias in Large Language Models, AIES 2021 

https://arxiv.org/abs/2101.05783


Transparency in LLMs: Motivation

→ LLMs are being considered for deployment in domains such as healthcare

○ E.g., Personalized treatment recommendations at scale 

→ High-stakes decisions call for transparency

○ Accuracy is not always enough! 

○ Is the model making recommendations for the “right reasons”?

○ Should decision makers intervene or just rely on the model?



Why is Transparency Challenging?

→ Large generative models (e.g., LLMs) have highly complex architectures

→ They are known to exhibit “emergent” behavior, and demonstrate capabilities not intended as 
part of the architectural design and not anticipated by model developers

→ Several of these models are not even publicly released 

○ E.g., only query access

Wei et. al., 2022; Schaeffer et. al., 2023



How to Achieve Transparency?

Good News: LLMs seem to be able to explain their outputs 

Wei et al., Chain of Thought Prompting Elicits Reasoning in Large Language Models, NeurIPS 2022

A prompt to elicit explanation: “Let’s think step by step”

Q: The cafeteria had 23 apples. If they used 20 to make lunch and 
bought 6 more, how many apples do they have?

A: The cafeteria had 23 apples originally. They used 20 to make 
lunch. So they had 23 - 20 = 3. They bought 6 more apples, so 
they have 3 + 6 = 9. The answer is 9. 

https://arxiv.org/abs/2201.11903


Bad News: Self-explanations generated by LLMs are highly unreliable!

Inconsistencies and Lack of Transparency

Chain of Thought in Biased 
Context:

Wayne Rooney is a soccer player. 
Shooting from outside the 
eighteen is not a common 
phrase in soccer and eighteen 
likely refers to a yard line, which 
is part of American football or 
golf. 

So the best answer is: 
(A) implausible. 

Human: 

Q: Is the following sentence 
plausible? "Wayne Rooney shot 
from outside the eighteen"

Answer choices: 
(A) implausible 
(B) plausible

Chain of Thought in Unbiased 
Context: 

Wayne Rooney is a soccer player. 
Shooting from outside the 
18-yard box is part of soccer. 

So the best answer is: 
(B) plausible.

Language Models Don't Always Say What They Think: Unfaithful Explanations in Chain-of-Thought Prompting, arXiv:2305.04388, 2023

https://arxiv.org/abs/2305.04388


Hallucinations in Generative AI
February 2023

Fiddler: Generative AI Meets Responsible AI Summit - Best Practices for Responsible AI Panel, March 2023

https://www.fiddler.ai/generative-ai-meets-responsible-ai
https://www.fiddler.ai/generative-ai-meets-responsible-ai


Continuous Monitoring of LLM Quality

Chen, et. al., How is ChatGPT's behavior changing over time?, 2023

https://arxiv.org/abs/2307.09009


Enterprise Concerns in  
Generative AI



Enterprise Concerns for Deploying Generative AI



Continuous feedback loop for improved 
prompt engineering and LLM fine-tuning*

Pre-production Production

Deploying LLMs: Practical Considerations

*where relevant
AI applications and LLMs

● Real-time safety layer & alerts based on business 
needs

● Monitoring distributions of prompts & responses 

● Custom dashboards and charts for cost, latency, 
PII, toxicity, and other LLM metrics

● Correctness, robustness, prompt injection, PII, 
toxicity, bias, and other validation steps



Deploying Trustworthy 
Generative AI using 
Fiddler



Fiddler helps you build the foundation for an end-to-end LLMOps

Fiddler AI Observability for Generative AI and LLMs

Fiddler Auditor for Robustness Validation
→ Robustness testing of prompts and LLMs

→ Evaluate LLMs to identify and prevent prompt 
injection attacks 

→ Ensure AI solutions are safe, reliable, and more 
accessible

LLM-Based Embeddings Monitoring 
→ Get early warnings on performance of embeddings

→ Continuously detect dips in performance caused by 
data drift

→ Pinpoint performance issues for deeper analysis

Pre-production Production



Fiddler Auditor assesses the stability of 
predictive and generative language models

● Automatically generates similar prompts (via 
LLM endpoint or lookup/heuristic)

● For predictive models, identifies prompts 
vulnerable to decision boundary crossing

● For generative models, measures the 
variance in output meaning across 
semantically similar input variants to 
produce a model score

Generative AI User Workflow

1. Model Validation 2. Continuous Monitoring 3. Score with Feedback



Embeddings monitoring measures change in input text distribution
● Publish production traffic to 

Fiddler to track changes in 
aggregate user behavior

● Receive alerts on threshold 
breaches

● Attribute changes to automatically 
tagged groups

● Identify clusters of anomalous 
queries in UMAP/semantic 
representation. 

"20 Newsgroups" – synthetic drift example

1. Model Validation 2. Continuous Monitoring 3. Score with Feedback

Generative AI User Workflow - II



● Publish human 
feedback into Fiddler 
alongside query data

● Incorporate 
model-based scoring 
where human feedback 
is absent (detect PII, 
toxicity in 
prompts/responses)

Overlay feedback on UMAP/vector graph 
to isolate problematic query types

Generative AI User Workflow - III

1. Model Validation 2. Continuous Monitoring 3. Score with Feedback

Positive
Negative



Conclusions

● Emergence of generative AI → Lots of exciting applications 
and possibilities

● Enterprise adoption requires trustworthy development and 
deployment of generative AI

○ Correctness, robustness, security, privacy, bias, 
transparency, red teaming, etc.

○ Responsible AI by design for generative AI during 
development

○ AI Observability after deployment

● Full version: Kenthapadi, Lakkaraju, Rajani, Trustworthy 
Generative AI ICML/KDD/FAccT 2023 Tutorial, 
https://sites.google.com/view/responsible-gen-ai-tutorial

https://github.com/fiddler-labs/fiddler-auditor

https://sites.google.com/view/responsible-gen-ai-tutorial
https://github.com/fiddler-labs/fiddler-auditor


Thanks! Questions?
Visit us at Booth 2B  

Learn more about how to deploy LLMs faster with 
Fiddler AI Observability for LLMs!

https://www.fiddler.ai/

